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What is KKT?

� KKT: Karush Kuhn Tucker
First-order necessary optimality conditions for
constrained minimization problems

� KKT System: System of linear equations �� � �

� �
�
� �

�� �
�

� KKT matrix: � is

� real, indefinite

� large: dimension ��� � � � �����

� sparse: � ����� non-zero elements
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Overview

� Application Problem from Boeing

� Krylov Subspace Methods

� Preconditioning Non-Symmetric (KKT) Matrices

� Non-Symmetric KKT Matrices

� Non-Symmetric Matrices

� Interior Point KKT Matrices from Boeing

� Construction of Preconditioner

� Solution by Iterative Method

� Comparison with Direct Method
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Application Problem from Boeing

Multi-axis machine tool

Drive the drill so it cuts out a sheet of metal

as fast as possible
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Mathematical Problem:

Go from point A to point B as fast as possible without
violating the rules

Solution Approach:

1. Formulate continuous optimal control problem

2. Approximate by discrete problem

3. Solve nonlinear programming problem (NLP)

4. Inside NLP, solve linear systems
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1. Continuous Optimal Control Problem

Find

Finish time ��

path ���	

acceleration 	��	

of drill to minimize �� 

� ��

�

�	�� 
�

subject to

�� � ���� 	� �	 equations of motion

���	 � �� start at point A

���� 	 � �� finish at point B

�� � ���	 � �� path constraints

	� � 	��	 � 	� limits on acceleration of drill
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2. Discrete Problem

� Pick  time points: � � �� � �� � �� � � � � � �� � ��

� Path at time points: �	 � ���		

� Acceleration at time points: 		 � 	��		

� Approximate objective function:

�� 

� ��

�

�	�� 
� �

��

��

���
� 	
	

� Variables in non-linear programming problem:

� � ���� 	�� ��� 	�� � � � � ��� 	�� ��
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3. Non-Linear Programming Problem

� Find � to minimize

� ��	 �

��

��

���
� 	
	

� Want point �� where gradient is zero:

����	 � ��� ��
�	 � �

� Use Newton’s method to solve ���	 � �:

��� � ���� ��
��������	� �� 	

�

� Solve linear system: �� � ��
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4. Linear Systems

� Unconstrained NLP: Solve �� � ��

� Constrained NLP: Solve �� � �, where

� �
�
� �

�� �
�

or

� �



� � �� ��

��� � �

��� � �
�



and � is diagonal
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Example:

Matrix dimension: 21991
# Non-zeros: 102,591 = .02%

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

x 10
4

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

x 10
4

nz = 102591

LNTS09
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Solution by Gaussian Elimination:

� Ultra Sparc 10 and Windows machine:
run out of memory

� Laptop (266 Pentium): � �� hours

Fill-in: Factors have more non-zeros than matrix
Too much storage & time

�� Solve linear systems by Krylov subspace methods
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Krylov Subspace Methods

Linear system �� � �

Krylov methods use matrix vector products �	vector

In iteration � � �� �� �� � � �

Determine �
 from Krylov space



 � �������������� � � � ��
����

until �����
� small enough

GMRES [Saad, Schultz 1986]:

�
 solves �������

������ (2-norm)
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Solution by GMRES

�� � �

� has dimension 21991
# Non-zeros: 102,591 = .02%

� is vector of all ones

����������� � �����
� ���� ����	

���������� � �	 �����

�� ���� ���

�� ���� ���

�� ���� ���

��� ���� ����

��� ���� ����

Much too slow!!!
Sandia – p.13



Convergence of Krylov Subspace Methods

� Fast convergence � small # iterations

� (Real) symmetric matrix:
Convergence depends on eigenvalues

� GMRES:
If symmetric � has 
 distinct eigenvalues then GMRES
solves �� � � in 
 iterations.

� Krylov methods for symmetric matrices converge fast
when eigenvalues ‘close’ together.
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GMRES for Symmetric Matrices [Ipsen, 2000]

Residual norm depends on relative eigenvalue distances

� �



��� . . .

��
�

 � � �



� �

...
�

�


Residual norm in iteration � is

���
����
������ � �
 ���

����
��


���
	���	 ���

�	 � �


�	

where ��, � � �, �
�� chosen to maximize

���

���


���
	����

�	 � ��
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Preconditioning (Convergence Acceleration)

GMRES converges in 1 iteration for identity matrix

� �



� �

. . .

�
�


Idea:

Find � so that ���� � � or

���� has few distinct, close eigenvalues

Instead of �� � � solve ����� � ����

Preconditioner ��� should be cheap to construct & apply
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Preconditioning KKT Matrices (A Small Subset)

Gill, Murray, Ponceleón, Saunders (1992)
Rusten, Winther (1992)
Coleman (1994)
Elman, Golub (1994)
Silvester, Wathen (1994)
Freund, Jarre (1996)
Elman, Silvester (1996)
Golub, Wathen (1998)
Klawonn (1998)
Lukšan, Vlček (1998)
Little, Saad (1999)
Perugia, Simoncini, Arioli (1999)
Castro (2000)
Golub, Greif (2000)
Keller, Gould, Wathen (2000)
Murphy, Golub, Wathen (2000)
Krzyżanowski (2001) Sandia – p.17



Non-Symmetric KKT Matrices

[Murphy, Golub, Wathen, 2000]

� �
�
� �

� �
�

Block Preconditioners:

� �
�
� �

� ������
�

�� � �
�
� �

� � �����
�

Preconditioned matrix:

���� has minimal polynomial of degree � �

�� GMRES converges in � � iterations
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Non-Symmetric Matrices [Ipsen, 2001]

� �
�
� �

� �
�

Schur Complement � � � � �����

Block Preconditioners:

� �
�
� �

� ��
�

�� � �
�
� �

� � � � �
�

Preconditioned matrix:

���� has minimal polynomial of degree � �

�� GMRES converges in � � iterations
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Non-Symmetric Matrices

Extension of [Gill, Murray, Ponceleón, Saunders, 1992]

� �
�
� �

� �
�

Schur Complement � � � � �����

Left and Right Preconditioners:

�� �
�
� �

���� ��
�

�� �
�
� �

� �
�

Preconditioned matrix:

���� ��
��
� has minimal polynomial of degree �

�� GMRES converges in � iterations
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Interior Point KKT Matrices from Boeing

Solve �� � � by preconditioned GMRES

� �



� � �� ��

��� � �

��� � �
�

 � �� ��� ����

� is real, symmetric indefinite, non-singular
dimension ��� � � � ��� ���

condition number ��� � � � ����
sparse: � ����� non-zero elements

� is symmetric indefinite

�, ��, �� have structured bands

Applications: convective heat flow, putting, flight optimization,

linear tangent steering, space shuttle optimization
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Interior Point KKT Matrices [Ipsen, Morin, 2001?]

� �
�
� �

�� �
�
� �� ��� ����

Schur Complement � � ��������

Incomplete factorization: � � ��

Factors of Preconditioner:

�� �
�
���� �

� �
�

�� �
�
�� �

� �
�

We hope

���� ���� � �
�
� �

� �
�
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Construction of the Preconditioner

3 preprocessing steps
Incomplete ���� factorization

1. Symmetric permutation

�� diagonal pivoting matrix

2. Congruence transformation

�� reduction to block-diagonal form

3. Symmetric permutation (Reordering)

�� bandwidth reduction

Incomplete ���� without pivoting

�� Cheap due to bandwidth reduction
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3 Preprocessing Steps

1. Symmetric permutation

� �



� � �� ��

��� � �

��� � �
�

 �� �� �



�� ��� �

�� � ��

� ��� �
�



2. Congruence transformation �� ordinary KKT

�� �



�� � �

� �� ��

� ��� �
�

 � �� � � � ���
����

3. Symmetric permutation of trailing block (Reordering)

�� �



�� � �

�
�

�

�
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Example: Preprocessing Steps 1-3

0 1000 2000

0

500

1000

1500

2000

2500

nz = 17633
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It’s Not As Diagonal As It Looks

0 10 20 30 40 50 60 70 80 90 100
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Reordering: Example

� �

� � �

� � � �

� � �
�

� � � �

� �

� � � � �

Original Matrix
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Reordering: Example

� �

� � �

� � � �

� � �
�

� � � �

� �

� � � � �

Permute columns 2 and 5
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Reordering: Example

� �

� � �

� � � �

� � �
�

� � � �

� �

� � � � �

Columns 2 and 5 permuted
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Reordering: Example

� �

� � �

� � � �

� � �
�

� � � �

� �

� � � � �
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Reordering: Example

� �

� � �

� � � �

� � �
�

� � � �

� �

� � � � �

Permute rows 2 and 5
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Reordering: Example

� �

� � �

� � � �

� � �
�

� � � �

� �

� � � � �

Rows 2 and 5 permuted.
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Reordering: Example

� �

� � �

� � � �

� � �
�

� � � �

� �

� � � � �
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Reordering: Example

� �

� � �

� � � �

� � �
�

� � � �

� �

� � � � �

Permute columns 3 and 7
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Reordering: Example

� �

� � �

� � � �

� � �

�

� � � �

� �
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Columns 3 and 7 permuted
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Reordering: Example

� �

� � �

� � � �

� � �

�

� � � �

� �

� � � � �
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Reordering: Example

� �

� � �

� � � �

� � �

�

� � � �

� �

� � � � �

Permute rows 3 and 7
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Reordering: Example

� �

� � �

� � � �

� � � � �

�

� � � �

� �

� � �

Rows 3 and 7 permuted
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Reordering: Example

� �

� � �

� � � �

� � � � �

�

� � � �

� �

� � �
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Reordering: Example

� �

� � �

� � � �

� � � � �

�

� � � �

� �

� � �

Permute columns 4 and 5
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Reordering: Example

� �

� � �

� � � �

� � � � �

�

� � � �

� �

� � �

Columns 4 and 5 permuted
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Reordering: Example

� �

� � �

� � � �

� � � � �

�

� � � �

� �

� � �
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Reordering: Example

� �

� � �

� � � �

� � � � �

�

� � � �

� �

� � �

Permute rows 4 and 5
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Reordering: Example

� �

� � �

� � � �

�

� � � � �

� � � �

� �

� � �

Rows 4 and 5 permuted
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Reordering: Example

� �

� � �

� � � �

� � � � �

�

� � � �

� �

� � �
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Reordering: Example

� � �

� � � �

� � �
�

� � � �

� �

� � � � �
Before
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Reordering: Example

� � � Æ Æ

� Æ � � Æ Æ �

� � � � Æ �

� Æ

Æ � � � � Æ

Æ Æ � �

Æ � � Æ Æ �

After
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Construction of the Preconditioner

� �



� � �� ��

��� � �

��� � �
�



� After 3 preprocessing steps:

�� � �
�
� �

��
� � �
� � ���

��
� �� �



�� � �

�
�

�

�


� is diagonal

� has narrow bandwidth (we hope)

� Next: Incomplete factorization without pivoting:

� � ��!�
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Incomplete Factorization

� �
�
�� ��

� �
�  �

�
�

�
� �

"� �
� �

��
� �

��
�� �

� ��
��
� ����

"��

� �

�

where �� �  � � "� �
� �

��
�

"� �
�

� �� is smallest submatrix with acceptable condition
number

�� Condition number tolerance ! � ��� � � � ����

� Sufficiently small elements in �� are dropped

�� Drop tolerance Æ � � � � � ����

Continue recursively with ��

��� � ��!�
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Times for Incomplete Factorization

Matrix dimension: 5200
Condition number: ��� � ���

!/Æ 0 ����	 ����� ���
 ����

��� - - - - -

���� - - - - -

���� 31.2 31.1 30.1 27.4 25.8

���� 31.1 30.7 30.2 27.5 25.8

���� 31.0 30.7 30.4 27.4 25.9

� Factorization exists when pivot blocks ill-conditioned

� Drop tolerance has little effect on factorization time
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The Preconditioner

3 preprocessing steps + incomplete factorization ��

���� � �
� �

��
� � �
� � ���

��
� �� �

��
� �

�
�

!
�

Preconditioner

� � ���
�
� �� �

�
�

�
�

!
�
�� �

�
� ���

�
�

Application of ���:

� ���� , ���� : Solve triangular systems

� ��, ��: Permutations

� ���, !��: Compute explicitly
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Solution via Iterative Method

GMRES

� Right-hand side: vector of all ones

� Stopping criterion: relative residual norm � ���


� Starting vector: zero
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Unpreconditioned vs. Preconditioned

Matrix dimension: 21991
Condition number: ��� � ��	

� Unpreconditioned:

���� �����#�� ����

�� ����

�� ����

��� ����

��� ����

After 200 iterations: relative residual norm � ���

� Preconditioned:
After 2 iterations: relative residual norm � ���
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Effect of Conditioning and Drop Tolerance on # Its

Matrix dimension: 5200
Condition number: ��� � ���

!/Æ 0 ����	 ����� ���
 ����

���� 6 6 10 6 14

���� 6 2 10 6 14

���� 1 1 10 6 14

� Ill-conditioned pivot blocks not harmful

� Effect of drop tolerance not clear
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Where Does the Time Go?

! � ����, Æ � ����

Six test matrices

Dim. 5747 5200 21991 2788 261 1704
Condition ���	 ��� ��	 ��� ���� ��	

Steps 1-3 6% 31% 41% 20% 15% 21%

Fact. 93% 66% 59% 79% 63% 77%
Sol. 0.8% 2% 0.2% 0.7% 22% 2%
# its 1 9 7 2 11 1

� Time for incomplete factorization dominates

� Most expensive part of Steps 1-3:
Reordering for bandwidth reduction in Step 3
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Iterative vs. Direct

Direct: BCSLIB-EXT multifrontal
Iterative: Sparskit GMRES

Dim. 5747 5200 21991 2788 261 1704
Condition ���	 ��� ��	 ��� ���� ��	

Sparsity(%) 0.11 0.16 0.02 0.23 1.85 0.33

Iterative 37 58.4 475.8 5.7 0.05 1.2

Direct 2.5 3.1 10.1 0.7 0.03 0.6

� Direct method can be faster by an order of magnitude

� Iterative method better for small & dense matrices?
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Summary

� Application problem from Boeing

� Preconditioners for non-symmetric matrices

� KKT matrices from interior point methods

� Congruence transformation

�� ‘ordinary’ KKT matrices

� Preconditioner based on incomplete factorization

� Highly ill-conditioned pivots blocks don’t seem to hurt

� Reordering in Step 3 crucial for speed of factorization

� Still hopeful about future competitiveness with
highly-tuned direct method
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